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Abstract

Bundle Adjustment is a @mmon technique to improve results
of any multiple view reconstuction algoithm to obtain 3D
structure for canputer vsion and computer graphcs. If the
error d a recastruction can be expressed byan aror
function, this function can be minimized by numerical
methodssuch aghe Levenberg-Marquadt algorithm. Bythis
mears, he recastiuction can often be significantly
improved. Uhfortunatly, there is no guamantee for the
detected minimum of being a dobal minimum, shce
numeical optimizationalgolithms converge at local nminima.
The idea presented this pper & tosuppat the @timizaion
process by evolutionary algorithms. Wile the existenceof
fast Leverberg-Marquawdt algorithms allow for an obviously
faser sdution than ewlutionary algorithms, the latter can
mitigate their disalvantage of getting trgpped in local
minima. We demorstrag the combination of Bundle
Adjustment with an evdutionary algarithm by means of 3D
recnstruction of objeds from visud information aly.

1

In this mpe, westat by presating a system tlatacquiesan
image sequene of an olject ard recanstructs a3D-modd of
this dbject using exclusvely camera images. The model
consists of a doud of unlinked spacepoints. By projecting
thesespace pants kack inb the imagesa reprojedion eror
can bemeasued. I can beexpres&d byan error function and
by applying Bundle Adjustment ve try to minimize it wth a
Levenbeg-Marquard algorithm. As the initial recastruction
provided by the system is rathr deficient in most caseghe
algorithm generally corverges at an wmsatisfactoy local
minimum. In ade to overcomethis stuation he system uses
a seord timization straegy by apgying a simple
evdutionary algarithm. We wil | ill uminate this strategyin the
third sestion. By regading an exemplay result in tre fourth
sedion, we will show that ewlutionay algorithms provide
the opporunity to dude o overcome local minima.
Afterwards the universality and expemdability of the
presentedideasarebriefly discused.

Introduction

2 A System Acquiring Object Modek usng
Visual Information only

In this setion, we descrbe the object acqusition syteam,
which is the framewak that allows for the application d the
ideaspreseted n this paper. An exensive desciption can be
foundin [3].

2.1 Acquisition of an imageseqience

The frst stepn the work flow of the system is tle acquisitian
of an imag sequace The setupof this procedureis siown in
figure 1. An olject is plaed in the middle d a tuntable. A
camera $ fixed to arobot arm ad by moving turntade and
robad am the @mera can captureanarbitrary image squerce
of the object Between wo pictures of a sequece, the
turntablemowvesabout 2 degees.

The backgiound d all images m the sequace is diminated
by backgound subtration. The backgound images are



acquired by gereraing an additionalimage sequenceafter
removng the object

2.2 Generationof Image Pint Corr espadences

In the next gep,point orrespamderces are gereraed between
all imagesof the sequene For this pupose interesting
points are chosen in the images. h the descibed sptem this
task is done by alculaing difference images between
successig images ofthe sequeneand denoting ponts where
changesoccur. Thesepoints are tackedto the next images.
The appliedtracking method is based on the Gabar resporses
at the image pints. For detils se [5]. In this way, featues
of the objed can betracked alog several images. Wile
processing the sequenetrackedpoints are constantly dropped
(e.g when theyare not \isible anymore) and redaced by new
points.

2.3Reanstruction of a Projective 3D-Model

On the basis ofpoint correspon@ncesthe epipolar geanetry
beween seval image pairs can be calculated. Afterwards,
for each coespmderce a spacepoint can e calculated per
triangulation. Becauseno calibration of the cameas @ any
other knowledge is assurmred we derive a projective model
only (i.e, a projective cloud of spa@ points). To cower the
whole image sequene we needto corsider seeral image
pars and receéve seveal patial recastructions that needto
bemerged. Sihcetheremnstuctionsare projective theydiffer
by projective transformations that have to be calculated. This
can bedore if a sufficent number ¢ point corresporerces
in oneimage paiisalsovisible in oherimage @irs. With the
parametes chosen for acquisitin it is guarateed that the
images werlap sufficiently, such that edcimage hat is pat
of one pairis alsopart d another imagear.

2.4Measuing and Minimizi ng the Reprojection Error

The recastructed space points @n ke reprojeced in eah

image ard the calculatedreprojecton is then compaedto the

measured image points that were basis fo the calculaton of

the space point The aberations add up to the overall

reprojection aror. It is expressedby an error function

depemling an the calculagd 3D-points and camera matrices.
The system ties tominimize this function by applying a fst
Levenberg-Marquardt algaithm (preseted n [2]) and, n

addtion, asimpleewolutionary algarithm.

3 Optimizing 3D-Modek by Bundle Adjustment
and Evolutionary Algorithms

3.1 Setting up the Reprojection Error

The reprojection aror o a recomstructed space point in one
image enbe expresedas

g =d(PX', x) (€]
where x is the measuredimage pant, X' is the recanstructed

spae point, P'is the remnstiucted amera matrix ofthe
image andhus, PX' is therepmjectedimage point. Hence, e

expresse the aberation between tke origind, measued
image point and the carespmding backpojeded 3D-poirt of
the model.

To expressthe reprojection error of the whole reconstruction
I' we summarig the guaederrors of all points in dl images,
attaining the overdl reprojection eror

e = Yy d(PXi, x)° 2

We assune a Gaussian distributateasuement eror and by
squaing the single errors we acheve a maimum likelihood
edimation.

3.2Minimizing er by Bundle Adjustment

A fast Levenbrg-Marquardt algoritm minimizing e is
preseatedin [2]. In equaion (2) we expessd g as anerror
function depemling on a numbe of parametes, preciselythe
coordnatesof the recastructed spacepoints and entries of
the recnstructed camrera matices. This allows us to apply
numeical tediniqgues to find a local mhimum in the
parameter pace By partitioning the set of parametes and
utili zing the spase structue of the used matrices the
minimization @nbe performedin reasonabléime.

3.3Minimizing er by an Evolutionary Algorithm

Evdutionary algorithms are mostly apgdied to "black-box"-

probems. A fitness funtion depemling an a vector of
parametes is gven armd can beevaluaed, but w further
knowledge about tis function is assumed. Tham isto find

a vector of paametrs -in the following calledsearchpoints
- that maximizeqgor minimizes, deerding on the patticula

probem the function modés) the function. Often seveal

search pants - a populationof search pants -are teated ata
time New seach ponts are added by choosing and

modifying existing sach points byrancomized mutatia of
sane valueor by comiining the paamete's of two (or more)

chosenseach points. Seach points are chosenwith greater
probability when they result in a hgher (or lower, if

minimization isdesied)function valueand seach points vith

contrary resuls are remowed. An extesive deription of

evdutionary algorithms anbe found in [4], for instance

In the presetied syptem a snhple ewlutionary algorithm is
used. Weuse guaion (2) as ftnessfunction that ve want to
minimize and the coordnates of the recmstructed space
points and entries of the recastructed amera matiicesform
the seach poirts. The populaton casistsof a sinde serch
point that is modiled by rancmized mutatio of some
values. The pw seach pant repleces the old e if an
improvemen (in this casea decreae ofthe function \alue)
compaedto the previousseach pant occurs. The probability
and variance of the mutation adgt during the processirg of
the algrithm, i.e., hesevalues wary as well and are talen
ove if theyyield anatable improvemert.



4 Reglts and Examples

Without douli no optimization can canpensat for defcient
initial recmnstuctions.However, bah gtimization drategies
— Bundle Adjustmentwith a Levenbeg-Marquadt algorithm
as vell as thke evdutionary algorithm — @n result in
substatial improvemer, a fact that might not be suiprising.
While the Levenbeg-Marquard algorithm converges at a
minimum andterminaes, he evdutionary algorithm has @
be stpped by defining termination caditions. In fact, he
runtime was simfy corfined by defining a maxna number
of iterations. This proceading is justified by the obsevation
that anatable improvemen can ocaur after along stae of
stagnation, soother termination cadtions do nat seem mae
appropriate.

We apdied the evdutionary algorithm @ initial

recastiuctions as vell as on reconstictions that were

previously optimized by the Leverberg-Marquardtalgorithm.

The most rotable olservation was that egn inthe latter case
the evdutionaty algorithm could generally improve the

resuls and in somecasesn a substatial way. If we applied

the Levenbeg-Marquardtalgorithm afterwards a secad time,

this could oftenlead to further mprovemer.

To visualize this results, infigures 2and 3 we showthe
recanstruction eror in two views d an exenplary
remnstruction at different stages of optimization. Each
reprojected space point is deroted by a smdl circle from
which a line points to the place where the carrespomling
image point was measw@d As these points stould ke
identical, thelenghs of the linesaccoun for the reprojection
error.

The initial recastruction isshown in sulfigureslabeled(a),
in the other subfigueswe seethe sameview after agplication
of the Levenberg-Marquardtalgorithm (B, the evdutionary
algorithm (c) and againthe Levenb&g-Marquardt algorithm

(d).

In numbes (the function value corresponéhg to the squaed

demvationin pixels),the overall reprojecion ermor of theinitial

rewmnstruction that vas @lculatedfrom 13views amounted b

1,379,510 in all imageand was educe by the Leverberg-

Marquardt dgorithm to 938946. The ewlutionary algorithm
with 34408 iteations reduce the error to 627,546 and
allowed a second apjmation o the Levenberg-Marquardt
algorithm toyield a fnal aror of 204517.

(d)
Figure 2: One view of the recmstruction at different sagesof
optimization



(b)

(d)
Figure 3: Another view of the recanstruction at differert
stegesof optimizatian

5 Conclusions

By preseting an exempary result we showed howa sinple
evdutionary algorithm can sucessfuly suppemen the
optimization process of a 3D-recastruction that is generally
pefformed by Bundle Adjustment wth a Levenbeg-
Marquardtalgorithm.

One cauld ague that this sucesscan beexplained bythe
deficiert initial remnstuctions the system delivers, tt are
far from a glolal optimum. However, if real-life data is usd
we alwayshaveto deal vith thesesituatiors.

Without queston, the fir st stepto gereratean acceptabl8D-
recastruction is to upgrade the system tocreae beter initial
recastructions by applying the trifocal tersa (es
recanmended n [1], for instarce), which is not used i the
current system. Tareeivea metricreconstruction,
auto-calibration techniques can be apgdied (see[2]). These
techriguesallow for gaining a metic recastruction wthout
needirg extersve further informaton.

Corsidering the optimizaton we suspectthat evdutionay
algarithms gaerally can fundametdly contiibute. We usal a
simple evolution straegy only. By using a larger ppulation
and recanbinaton a1 improved optimization behaviour
especidy in toudh situatons could be obtaired. G caurse,
thisis a broad field sill to beinvestigated.
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